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Abstract. Capturing the motion of two hands interacting with an ob-
ject is a very challenging task due to the large number of degrees of
freedom, self-occlusions, and similarity between the fingers, even in the
case of multiple cameras observing the scene. In this paper we propose to
use discriminatively learned salient points on the fingers and to estimate
the finger-salient point associations simultaneously with the estimation
of the hand pose. We introduce a differentiable objective function that
also takes edges, optical flow and collisions into account. Our qualitative
and quantitative evaluations show that the proposed approach achieves
very accurate results for several challenging sequences containing hands
and objects in action.

1 Introduction

Capturing the motion of hands is a very challenging computer vision prob-
lem that is also highly relevant for other areas like computer graphics, human-
computer interaction and robotics. While intrusive methods like data gloves or
color gloves [1] provide an acceptable solution for some applications, marker-less
hand tracking is still an unsolved problem.

Although the problem has been studied since the nineties [2], most ap-
proaches have focused on tracking a single hand in isolation [3]. This, in itself,
is very challenging due to the many degrees of freedom, as well as due to self-
occlusions and similarity between the fingers. Despite these challenges, recent
works [4–6] have addressed the problem of a hand interacting with an object.
While an object may generate additional occlusions, these can be used to con-
strain the space of possible poses, as in [7, 6]. Both these approaches, however,
assume that the manipulated object is rigid and not skin-colored, i.e., the object
is relatively easy to track.

In this work, we address the even more challenging problem of capturing
the articulated motion of two hands that interact with each other and with
an additional object, as shown in Figure 1. In contrast to object manipulation
by a single hand, two interacting hands cannot be separated based on color.
Very recently, Oikonomidis et al. [8] have proposed an approach for tracking two
interacting hands without objects. They employ a depth sensor to overcome the
ambiguities of color images and use collision constraints, as in [6], to avoid hand
intersections.
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Fig. 1. (Left) Result obtained on a sequence where two hands were interacting with a
ball. This sequence consists of a total of 73 degrees of freedom. (Right) Mesh model
and underlying bone skeleton used to represent the hands in the scene. The numbers
near each joint indicate the number of allowed degrees of freedom.

In this work, we propose a method that overcomes these ambiguities in a
multi-camera setup. To this end, we make use of salient points, like finger tips,
as in the earlier work of [2]. Differently from their scenario however, these salient
points cannot be tracked continuously due to the huge amount of occlusions and
the similarity in appearance of these features. Therefore we cannot rely on having
a fixed association between the salient points and the respective fingers.

To cope with this, we propose a novel approach that solves the salient point
association jointly with the hand pose estimation problem. In addition, we pro-
pose an almost everywhere differentiable objective function for pose estimation
that takes into account edges, optical flow, salient points and collisions. In this
way, we can resort to simple local optimization techniques without having to
employ a sampling based optimization, as in [8].

In our experiments, we demonstrate that our approach can deal with very
challenging sequences containing hands in action with and without an object,
and it is also robust to errors in the salient point detections. In a quantitative
comparison, we show that our iterative local optimization approach achieves
significantly lower pose estimation errors than the sampling approach used in [8].

2 Related Work

In the survey [3], various methods for hand pose estimation have been reviewed in
the context of human-computer interaction. Following their taxonomy, hand pose
estimation approaches can be split into two categories: discriminative approaches
that use classification or regression techniques directly on the image data, and
generative approaches that use explicit hand models to recover the hand pose.

Generative approaches mainly differ within each other by the different visual
cues extracted from the images, and by the optimization techniques employed
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to solve the estimation problem. The most commonly used visual features are
silhouettes and edges, but shading, color, and optical flow have also been used
in the past [9, 10]. Depth has also been used [11, 12], and recently it has been
revisited in the context of depth sensors [13].

In order to recover the hand pose based on these cues, several optimization
techniques have been proposed. In one of the first approaches for 3D hand pose
estimation [2], local optimization was adopted. Local optimization is still a very
popular method for pose estimation due to its efficiency, however it requires a
very carefully designed objective function in order to avoid local minima [10].
Other approaches rely on stochastic optimization techniques such as Kalman
filter [14] and particle filter [15]. While particle filter and local optimization have
been combined in [12] to improve the performance of these techniques in the high-
dimensional space of hand poses, some approaches like [16] and [17] proposed
to reduce the pose space using linear subspaces. As a drawback however, these
methods can represent only a very limited number of hand poses. Other kinds of
optimization techniques have also been explored, such as belief propagation [18,
4] and particle swarm optimization [19].

Discriminative approaches instead do not require an explicit hand model, but
learn a mapping from image features to hand poses from a large set of training
data [20–23]. Most of these methods process the frames independently, however
temporal consistency can also be easily enforced [24, 5]. Although discriminative
methods can recover from errors, their accuracy and the type of poses they can
handle depend on the training data. Discriminative approaches are therefore
not suitable for applications that require accurate hand pose estimation on a
priori unknown actions. In this work, we propose a generative approach based
on local optimization that uses a discriminatively trained salient point detector
to address the problem of ambiguous poses in the objective functional.

As pointed out in the introduction, not much work has been done on hand
motion capture in the context of interactions. [4] has considered hand tracking
from depth data in the context of object manipulation. To assist this kind of
tracking [7] proposed to learn a hand pose prior dependent on the type of object
being manipulated, exploiting the idea that manipulating similar objects involves
similar hand motions. In the context of object grasping, [5] built a database of
10, 000 hand poses with and without grasped objects to recover the hand pose
from images using nearest neighbor search. Recently, [6] proposed to track the
manipulated object and the hand at the same time to reduce the search space
using collision constraints. In their work, objects were assumed to be simple
enough to be modeled with shape primitives such as cylinders, ellipsoids or
boxes.

While these works address the problem of capturing the motion of a single
hand interacting with a rigid, non-skin colored object, we address the problem of
capturing the motion of two hands interacting with each other and an additional
object. There are only two very recent works [25, 8] that have addressed a compa-
rable problem. In [8], particle swarm optimization (PSO) has been applied to the
tracking of two interacting hands from depth data. It is an extension of [6] and
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demonstrates the potential of PSO. However, the sampling technique adopted
in this approach prevents very accurate pose estimates. Our experiments show
that our method with local optimization significantly outperforms PSO in terms
of accuracy. In [25], the motion of two interacting characters is captured. This
approach however, relies on the assumption that both characters in the scene
can be segmented in all the images based on their appearances and their shapes.
This cannot be assumed in the case of interacting hands due to the similarity
of their colors. Their tracking algorithm would indeed fail when the two hands
touch each other, underlying the difficulty of the problem addressed in this work.

3 Scene Model

Each trackable element in the scene is modeled as a linear blend skinned model
consisting of a surface mesh model and an underlying bone skeleton, as depicted
in Figure 1. In this model, surface deformations are encoded using the linear
blend skinning operator (LBS) [26], which maps skeleton configurations θ into
mesh vertices positions vk (θ). For a skeleton consisting of m bones, and Tj (θ)
being the homogeneous transformation applied to the bone of index j, the posi-
tion of the mesh vertex k is defined as

vk (θ) =
m∑
j=1

αk,jTj (θ)Tj (0)
−1
vk (0) , (1)

where the scalars αk,j define how each bone j influences the position of each ver-
tex k. vk (0) and Tj (0) represent respectively the vertex positions and the bone
transformations at configuration 0 (also known as the rigging configuration).
αk,j , vk (0) and Tj (0) are assumed to be known a priori.

In our scenario, both hands and objects are treated as a single combined
linear blend skinned model. The skeleton underlying each hand consists of 20
bones, for a total of 35 degrees of freedom (DOF) per hand. Figure 1 shows how
these DOF are distributed across all the joints. Note that the wrist is modeled
with 6 DOF to allow for translation, while each knuckle is modeled with 3 DOF
to account for small twists in the fingers. The hand mesh at the rigging pose
vk (0) was acquired using multiview stereo and Poisson surface reconstruction on
some images of the subject’s hands. The skeleton was then fitted manually and
a commercial modeling software was used to define the blending weights αk,j .

The global pose configuration θ is expressed in exponential coordinates (i.e.,
axis-angle representation followed by a translation) and is related to each bone
transformation Tj (θ) by the SE (3) exponential map operator, as in [27]. Bone
angle constraints are imposed by forcing θ to belong to a space of allowed
configurations Θ (linearly bounded). Constraints induced by collision and self-
intersections are accounted for during the pose estimation.

4 Pose Estimation

Input videos are assumed to be synchronized and spatially calibrated. The
recording cameras are assumed to be static for the entire action, and the projec-
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Algorithm 1: Pose Estimation

θ0 = pose estimated for the previous frame
i = 0, C = ∅
Repeat until convergence

- Render mesh at pose θi
- Compute edge correspondences E
- Compute optical flow correspondences O
- Compute salient point correspondences S
- C = C ∪ {collisions detected for pose θi}
θi+1 = arg minθ∈Θ FE,O,S (θ)
i = i+ 1

tion functions Πc : R3 −→ R2, mapping 3D points into the image plane of each
camera c, are assumed to be known.

The recorded videos are first preprocessed in order to extract the visual
features necessary for the pose estimation. In this work, we focus on edges,
optical flow and salient points. This information is then fed into our algorithm
which aims at finding the model configuration θ which best explains the observed
features. This is achieved by iteratively formulating and minimizing an objective
functional accounting for all the acquired information.

Algorithm 1 shows an overview of the proposed approach. The algorithm
concept is similar to the one proposed in [28] and [29]. At each iteration i, the
current pose estimate θi is evaluated by generating and comparing compatible
visual features with those extracted from the videos. This is performed by means
of rendering first, and then, by generating a set of vertex-to-image point corre-
spondences indicating how far each feature is from the corresponding feature on
the actual images. Precisely, each correspondence is defined as a triplet (k, c, p),
where k is a vertex index, c is a camera index, and p is a 2D point on the image
plane of camera c. For a correct pose estimation, the vertex k should project
onto the image point p in camera c, i.e., the configuration θi should be chosen
in such a way that Πc (vk (θi)) = p.

Given a list of edge correspondences E , optical flow correspondences O and
salient point correspondences S, we look for the configuration θ which best
satisfies all these observations by minimizing the following objective functional

FE,O,S (θ) =
∑

(k,c,p)∈E∪O∪S

‖Πc (vk (θ))− p‖2 + Γ (θ) (2)

where Γ (θ) is a pose prior designed to softly penalize collisions and self-inter-
sections. This term is described in detail in Section 4.2.

In order to generate valid edge correspondences E , the edge maps of the
mesh model at the current pose estimate θi are computed by thresholding the
gradient of the rendered depth maps for each camera c. Each mesh vertex k
lying on an edge of these maps, is matched with the closest edge pixel p in the
corresponding input image of camera c, giving more preference to edges with
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similar orientation. Optical flow correspondences O are computed as in [28],
while salient point correspondences S are explained in the next section.

4.1 Salient points

In the case of close interactions between hands, classical features like edges and
optical flow are insufficient to completely resolve for pose ambiguities. Image
edges in fact, completely disappear when hands touch each other due to the
similarities of their colors. To cope with these ambiguities, an additional stronger
cue needs to be used.

To this end, we discriminatively learn the appearance of some characteristic
features on the hands and detect them on each recorded video. In particular,
we focused on finger nails because of their distinct appearance and their rigid
deformation behavior. A Hough forest classifier [30] was trained on 400 manually
labeled images of nails/non-nails seen from different viewing angles. The result-
ing classifier was then applied on each video sequence to generate a list of salient
image points. On the mesh model side, the vertices corresponding to the center
of each nail were marked as salient vertices. For a correct pose estimation, these
salient vertices should always project onto salient image points on the videos.

Unfortunately, since the appearance of nails across fingers is very similar,
training a classifier which also can discriminate between nails of different fin-
gers is almost impossible. Exploiting temporal continuity by tracking the salient
points in the videos can help, but in general, it can also generate ambiguous
solutions when nails come close together or when they are completely occluded.
We therefore need to live with this missing information and do not rely on having
a fixed association between the detected salient image points and the salient ver-
tices. This association needs to be performed jointly during the pose estimation
and included as an additional unknown to our problem.

At each algorithm iteration i, the set of all the visible salient vertices on the
mesh is computed for each camera c. Let Ξ = {ξ1, . . . , ξr} denote the indices
of such vertices for camera c, and let ∆ = {δ1, . . . , δd} denote the set of all
the salient image points detected by the classifier at the current frame on the
same camera c. In order to find reasonable matches between salient vertices Ξ
and salient image points ∆, we formulate a Bipartite Perfect Matching graph
problem. A |Ξ| × |∆| matrix is defined with entries wst = ‖Πc (vξs (θi))− δt‖
encoding the distances between the projections of the salient vertices Ξ and
their corresponding salient image points ∆.

Due to possible occlusions and inaccuracies in the current pose estimate θi,
the resulting number of visible salient vertices might be different from the actual
one. Moreover, false positives and missed detections resulting from the classifier
might also hinder finding a perfect match between the two sets.

To cope with this, we first make the matrix {wst}st square by adding virtual
elements on both the sets and by setting their corresponding weights to infinity
to ensure that they would never be chosen as candidate matches. Outliers in
both Ξ and ∆ are handled by adding two additional sets of virtual nodes, {αs}s
and {βt}t, indicating whether the corresponding element ξs and δt is an outlier
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or not. The matching problem is then formulated as an integer programming
problem as follows

arg min
∑
s,t
estwst + λ

∑
s
αs + λ

∑
t
βt

subject to
∑
s
est + βt = 1 ∀t∑

t
est + αs = 1 ∀s

est, αs, βt ∈ {0, 1} ∀s, t

(3)

where the binary variables {est}st indicate whether the salient image point δt is
matched with the salient vertex ξs (in case of est = 1), or not (in case of est = 0).
The parameter λ indicates the penalty cost for assigning an element to a virtual
node αs or βt. In all our experiments this parameter was set to 60 pixels, so that
salient vertices distant more than 60 pixels from all the salient image points are
more prone to be recognized as outliers, and viceversa. The problem in Eq. 3 can
be solved in polynomial time and the resulting {est}st are then used to generate
a valid set of salient points correspondences S.

4.2 Collision Term

It has been proven that taking collisions and self-intersections into account im-
proves the pose estimation results [6] significantly. For this reason, we also ac-
count for such information in the proposed method.

Instead of relying on an additional model to explicitly account for collisions,
like in [6], we chose a more generally applicable solution opting for a face-to-face
collision detection approach on the original mesh. Collisions are then penal-
ized using distance fields [31]. These fields are commonly used in graphics for
computing distances between distinct scene elements, however they become com-
putationally expensive in case of self-collisions. Because then a distinct distance
field needs to be computed for each face in the model. To overcome such an
issue, we chose to approximate these fields locally and to generate them only
when needed, i.e., only when a collision is detected.

At each iteration i of the algorithm, a list of colliding mesh faces C is incre-
mentally updated using the current pose estimate θi. This is quickly performed
using Bounding Volume Hierarchies, as described in [32]. For each pair of col-
liding faces fs and ft, two local distance fields, Ψfs→ft and Ψft→fs , are defined
for face fs and face ft respectively. The field Ψfs→ft is applied to the vertices of
the colliding face ft, and viceversa, the field Ψft→fs is applied to the vertices of
face fs. The collision term Γ (θ) in Equation 2 is then defined as follows

Γ (θ) =
∑

(ft,fs)∈C

∑
k∈ft

Ψfs→ft (vk (θ)) +
∑
k∈fs

Ψft→fs (vk (θ))

 . (4)

The distance field Ψfs→ft : R3 −→ R+ is defined in such a way that it
penalizes all the vertices of face ft which are inside the cone circumscribing
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Fig. 2. (Left) Domain of the distance field Ψfs→ft generated by the face fs. (Middle)
Longitudinal section of the distance field Ψfs→ft : darker areas correspond to higher
penalties. (Right) Distance fields add up in case of multiple collisions.

face fs in one of its circular sections, see Figure 2(left). The further a vertex v is
inside this cone, the more it gets penalized, see Figure 2(middle). Figure 2(right)
shows how multiple cones Ψfs→ft sum up in case of multiple collisions. For a
mathematical formulation of Ψfs→ft , please refer to the supplementary material.
Since, the resulting Γ (θ) is differentiable almost everywhere, a local optimization
on this functional will lead the collisions to resolve themselves in a few iterations.

4.3 Optimization

Due to the non-linear least squares formulation of the objective functional F ,
the Levenberg-Marquard algorithm was used to accomplish a local optimization
of F at each algorithm iteration i: using θi as an initial guess and constraining
the solution to be inside Θ. The obtained solution θi+1 is then used for the next
iteration. This process is repeated iteratively until convergence.

By formulating F as a least squares problem, we inherently assume a Gaus-
sian error on the observations. Therefore we need to explicitly account for out-
liers. This is done by computing for each bone, the mean and standard deviation
of the motion that the bone would undergo if all the correspondences were consid-
ered. Correspondences suggesting a bone motion greater than twice the standard
deviation of the estimated motion are excluded for the current optimization.

To avoid local minima that might result from the proposed optimization (due
to the non-convexity of F), we ensure that the final value of F (θ) is below a
predefined threshold, or else, a re-initialization using sampling (simulated an-
nealing) is performed. In all our experiments, re-initialization was needed only
twice.

5 Experimental Evaluation

The algorithm was tested on 7 real-world sequences with lengths varying from
300 to 950 frames, performing both hand to hand interactions and hand to
object interactions. Videos were captured using a set up of eight synchronized
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cameras recording FullHD footage at 50 fps. The recorded performances span a
variety of actions, namely: praying, finger tips touching, fingers crossing, fingers
crossing and twisting, fingers folding, fingers walking on the back of the hand,
and holding and passing a ball. The total number of degrees of freedom used in
all the sequences was 70. This number increases to 73 in the ball sequence.

Figure 5 shows one frame from each of the tested sequences and the obtained
results overlayed with the original frames from two different viewing angles.
Visual inspection reveals that the proposed algorithm works quite well even
in challenging scenarios of very closely interacting hands with multiple occlu-
sions. Results can be better appreciated in the supplementary videos available
at http://cvg.ethz.ch/research/ih-mocap/.

5.1 Quantitative Evaluation and Comparison with Previous Work

In order to perform a quantitative evaluation of our algorithm, two experiments
were conducted: one on a real sequence with manually marked groundtruth, and
the other using synthetic data.

Synthetic data: We simulated two sequences: first, fingers crossing and fold-
ing, and second, holding and passing a ball, both similar to the ones captured in
the real scenario. Videos were generated using a commercial rendering software.
The pose estimation accuracy was then evaluated both in terms of error in the
joints position, and in terms of error in the bones orientation.

Table 1 shows a quantitative evaluation of the algorithm performance with
respect to the used visual features. It can be noted that, each feature contributes
almost linearly to the accuracy of the algorithm, and also that the salient points
S clearly boost its performance.

The results obtained using our iterative local optimization approach were also
compared with those obtained using our implementation of HOPE [6]. For a fair
comparison, we added the salient points term to the HOPE error functional and
used the exact same parameters as in [6]. Specifically, we evaluated 64 particles
over 40 generations. To account for the doubled number of DOF, we also tested
HOPE with 128 particles. As expected HOPE works decently well in the tested
sequences, however, due to its sampling nature it is bound to incur bigger errors.
Our approach (LO) instead uses the local information of F , i.e. the Jacobian,
and drastically reduces the average error from 4.67mm to 1.49mm.

In order to make these experiments as similar as possible to a real world sce-
nario, we simulated noise in all the visual features. More precisely, edge detection
errors were introduced by adding structural noise to the images, i.e. by adding
and subtracting at random positions in each image, 100 circles of radius varying
between 10 and 30 pixels. The optical flow features corresponding to those circles
were also not considered. Errors in the salient point detector were simulated by
randomly deleting detections as well as by randomly adding outliers in a radius
of 200 pixels around the actual features. In the end, a gaussian noise of 5 pixels
was introduced on the coordinates of the resulting salient points.

Figure 3(left) shows the influence of the salient point detector on the accuracy
of the pose estimation in case of noisy data. This experiment was run with a
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Joints position error Bones orientation error

Used features mean [mm] std [mm] max [mm] mean [deg] std [deg] max [deg]

LO + E 3.11 4.52 49.86 2.36 6.84 94.58
LO + EC 2.50 2.89 52.94 1.98 4.57 91.89
LO + ECO 2.38 2.25 16.84 1.84 3.81 60.09
LO + ECOS 1.49 1.44 13.27 1.88 3.90 44.51
HOPE64 + ECOS 4.86 3.69 31.05 4.35 7.11 58.61
HOPE128 + ECOS 4.67 3.28 41.11 4.73 7.46 78.65

Table 1. Quantitative evaluation of the algorithm performance with respect
to the used visual features: edges E , collisions C, optical flow O, and salient
points S. LO stands for our iterative local optimization approach, while HOPE64
and HOPE128 stand for our implementation of [6] with 64 and 128 particles
respectively, evaluated over 40 generations.

salient point false positive rate of 10%, and with varying detection rates. It
is visible that the error quickly drops very close to its minimum even with a
detection rate of only 30%.

Figure 3(right) shows the convergence rate of our algorithm for different
number of iterations. It can be noted that the algorithm accuracy becomes quite
reasonable after just 15 iterations. In our experiments, 15 iterations were used
on an average in all the real world sequences.

Real sequence with manually marked data: We manually labeled some
distinguishable points on the hands in all the videos of one real dataset. The
corresponding points were then triangulated to obtain 3D points. The distance
between these points and the corresponding vertices in the hand model was then
calculated. This test was performed on the most challenging dataset we had,
i.e., two hands interacting with a ball. Due to the large amount of manual effort
involved, we only tracked 3 features throughout this sequence. Table 2 shows
the tracking accuracy obtained in this experiment. Overall, the median of the
tracking error is at maximum 1cm. The reader should consider the fact that
this error is also influenced by the inaccuracies introduced during the manual
labeling. It can be noted that the finger with the lowest error (point 1) is actually
the one interacting most closely with the ball in the majority of the sequence.
A similar observation was made in [6].

Failure cases: Although the algorithm performs well in almost all the pro-
cessed frames, pose estimation errors may appear in some very challenging cases
due to severe occlusions. Figure 4 shows some such cases. Extending our ap-
proach with motion priors may help recover from such situations.

6 Conclusions

In this paper, we proposed a method to capture the articulated motion of two
hands interacting with each other and with an object. To cope with the many
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Fig. 3. Quantitative evaluation of the algorithm performance on noisy data, with re-
spect to the salient point detection rate (left), and the number of iterations (right).
Black bars indicate the standard deviation of the obtained error.

Points median [mm] mean [mm] std [mm] max [mm]

point 1 6.98 7.98 3.54 20.53
point 2 11.14 12.28 5.22 23.48
point 3 10.91 10.72 4.13 24.68

2

13

Table 2. Results obtained on the manually marked data. The table reports the distance
in [mm] between the manually tracked 3D points and the corresponding vertices on
the hand model. The figure shows the positions of the tracked points on the hand.

degrees of freedom involved, multiple occlusions and color/appearance similarity
between the hands and the fingers, we chose to use multiple visual features such
as edges, optical flow, salient points, and collisions to estimate the articulated
pose within a single differentiable function.

We observed that the usage of discriminatively learnt salient points drasti-
cally improve the pose estimation accuracy, particularly in case of strong oc-
clusions and close interaction between fingers, i.e., in the cases where features
like edges and optical flow may not be reliable. To overcome the ambiguities of
assigning salient points to the corresponding fingers, we proposed to solve this
association simultaneously with the estimation of the hand pose. To handle self-
intersection and collisions between elements in the scene, we proposed to use
distance fields and to generate them locally only when needed.

While our experiments showed that the proposed method, with local opti-
mization, achieves a significantly lower error than a state-of-the-art hand track-
ing method based on an evolutionary algorithm, a combination of both opti-
mization approaches might be interesting to investigate. Experiments in real
world scenarios demonstrate that our approach can deal with very challenging
sequences containing hands in action with and without an object and it is also
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Fig. 4. Examples of cases where the algorithm exhibits pose estimation errors due to
severe occlusions.

robust to errors in the salient point detections. We believe that the concept of
solving for salient point associations and pose estimation together will also be
relevant for other tracking applications.
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(a) Praying

(b) Finger tips touching

(c) Fingers Crossing

(d) Fingers crossing and twisting

(e) Fingers folding

(f) Finger walk

(g) Holding and passing a ball

Fig. 5. Some of the obtained results. (Left) Input images. (Center) Obtained
results overlayed with the images in the left column. (Right) Obtained results
from another viewpoint. (Images have been zoomed in for better visualization
of the results.)


